Deploy web applications on premises and in the cloud

Scalable and elastic web platform

Web hosting platforms like IIS are the foundation for cloud computing, and
they needboth scalability and elasticity to be effective. A platform has scalability
if it allowsadditionalresources such as processing power, memory, or storage to
be provisionedo meet increasing demand. For example, if users of applications
running on your webserver farm are complaining about delays and slow
performance, you may needtaddmore servers to your farm to scale outward.
Or you might upgrade your existing servdng adding more memory to scale
them upward. Elasticity, on the other hand, meaalblowing such additional
resources to be provisioned automatically on demand.

Whether you are an enterprise hosting line of business (LoB) applications or
a cloudhosting provider managing a mutgénant public cloud, IIS 8 in Windows
Server 2012can enhance both the scalability and elasticity of your hosting
environment. IS &rovidesincreased scale through improved Secure Sockets
Layer (SSL) scalability, betteanageabilityvia centralized SSL certificate support,
NontUniform Memory AccesgNUMAYaware scalability to provide greater
performance on cuttinggdge hardware, and other nev features and
enhancements.

NUMA-aware scalability

Highend server hardware is rapidly evolving. Powerful servers that are too
expensive todayfor many smaller businesses to acquire will soon be
commonplace.

NUMA, which until recently was available ontn highend server
hardware, will probablyjbe a standard feature of commodity servers within the
next two years. NUMA was designéal overcome the scalability limits of the
traditional symmetric multprocessing (SMParchitecture, where all memory
accesshappens on the same shared memory bus. SiFks well when you have
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for access to the shared bus. NUMA alleviadash bottlenecks by limitingow
many CPUs can be on any onemaey bus and connecting them with a high
speedinterconnection.



How NUMAaware scalability works

NUMAaware scalability works by intelligently affinitizing worker processes
to NUMA nodesC2NJ SEI YLX S> fSiQa aleé GKI
appliation that you want to deployn an 1IS 8 web garden. A web garden is an
application pool that uses more than one work@ocess. The number of worker
processes used by an application pool can be configuréte Advanced Settings
dialog box of an applit@n pool, and as Figure-# shows, the oubf the-box
configuration for IIS is to assign one worker process to each appligaian
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FIGURE-4 Configuring a web garden on IIS 8.



By increasing the Maximum Worker Processes setting over its detuk
of 1, youchange the website associated with your application into a web garden.
On NUMAaware hardware, the result is that IS will try to assign each worker
process in the web gardeto a different NUMA node. This manual affinity
approach allows 8 8 to support NUMAapable systems with more than 64
logical cores. You can also use this approach on NtHpAblesystems with
fewer than 64 logical cores if you want to try and custtume your workload.

On NUMAcapable systems with fewer than 64 lodicares, however, you
can simplyset Maximum Worker Processes to 0O, in which case IIS will start as
many worker processes abere are NUMA nodes on the system to achieve
optimal performance. You might use thegproach, for example, if you are a
multi-tenant cloud hosting provider.

Benefits of NUMAaware scalability

Internal testing by Microsoft has demonstrated the benefits that
enterprises and cloud hostingroviders can gain from implementing IIS 8 in their
datacenters. For example, in a series otsesing the default IS configuration of
one worker process per application pool, the numbé&requests per second that
could be handled by a web application actua@creasedoy about 20 percent as
one goes from 32 to 64 cores on systems that are HdMX-capablebecauseof
increased contention for the shared memory bus on such systems. In similar tests
on NUMAcapable systems, however, the number of requests per second that
could be handledncreased by more than 50 percent as one goes from 32 to 64
cores. Such testing confirms thecreased scalability that 11S 8 provides through
its NUMAaware capabilities.

Server Name Indication

In previous versions of IIS, you could use host headers to support hosting
multiple HTTRvebsitesusing only a singlehared IP address. But if you wanted
these websites to usklypertextTransfer Protocol Secure (HTTPS), then you had a
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are defined at the applicatiolevel of thenetworking stak, so when an incoming
HTTPS request containing a host header comesweb server hosting multiple
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the request header first. To decrypt the request header, the server needse



one of the SSL certificates assigned to the server. Now, typically you have one
certificate for each HTTPS site on the server, but which certificate should the
server use to decrypt thbeader? The one specified by the host header in the
incoming reuest. But the request isncrypted, so you basically have a chicken
and-egg problem.

The recommended solution in previous versions of IIS was to assign
multiple IP addresse® your web server and bind a different IP address to each
HTTPS site. By doingpig, hostheaders are no longer needed, and IIS can
determine which SSL certificate to use to decrgptincoming HTTPS request. If
your web server hosts hundreds (or even thousandgjifeérent HTTPS websites,
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managemenbverheadc plus you may not have that many IP addresses available.

[IS 8 in Windows Server 2012 solves this problem by providing support for
Server Name IndicatioiSNI), which allows a virtual domain name (another name
for a host name) to baised to identify the network end point of an SSL/TSL
connection. The result is that [IS caow host multiple HTTPS websites, each with
their own SSL c#ficate, bound to the sameshared IP address. SNI therefore
provides the key benefit of increased scalability for veelovers hosting multiple
SSL sites, and it can help cloud hosting providers better conservewtinelling
resources of their pool of avable IP addresses.

Both the server and client need to support SNI, and most newer browsers
support SNl agg St ft @ b20S> K2gSOSNE (KIFG aAOll
support it.

Configuring SNI

SNI can be configured on a pste basis by editinghe bindings for each
HTTPS site from théS Manager console. Simply select the Require Server Name
Indication check box as shown Figure 42 and type a host name for the site,
while leaving the IP Address setting asWxhassignedo use the single shiad IP
address on the server.
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FIGURE-2 ¢ Configuring SNI on an SSL site.

Centralized SSL certificate support

Cloud hosting providers that need to host multiple HTTPS websites on each
server in their weldarms can also benefit from other S&llated improvements
in IS 8. These improvementelp make the [IS platform more scalable and
manageable for hosting secure websites.

Managing SSL certificates on servers in web farms running earlier versions
of 1IS wagime-consuming because the certificateschi be imported into every
server in the farm.This made scaling out your farm by deploying additional
servers a difficult chore. In additiomeplicating certificates across servers in a
farm was complicated by the need to ensuranuallythat certificaie versions
were in sync.

IS 8 now makes managing SSL certificates on servers in web farms muc
easier byintroducinga new central certificate store that lets you store all the



certificates for your welservers in a file share on the network instead othe
certificate store of each server.

In addition to enhanced SSL manageability, IS 8 includes significant
improvements in thearea of SSL scalability. For example, in previous versions of
IIS, the certificate for an HTTR&Dbsite is loaded into memona(process that
could take considerable time) upon the firslient accessing the site, and the
certificate then remains in memory indefinitely. Hostioigly a few SSL sites on an
IIS server, therefore, could lead to large amounts of memory besasted for
secure sites that were rarely accessed.

In IS 8, however, once a certificate is loaded into memory, it can now be
unloaded automatically after the secure site has been idle for a configurable
amount of time. In addition,certificates now load into memoryalmost
instantaneously, which eliminates the delay ofteaxperienced by clients
accessing secure sites for the first time in earlier versiohdlS. (Only the
certificates for HTTPS requests are loaded, instead of all the certificdias.)
change meanthat fewer certificates are kept in memory, which means that more
memory is available on theerver for other uses, such as running worker
processes.

These scalability and manageability improvements mean that instead of
hosting fewerthan 500 secure sitesn a single server, you can now host more
than 10,000 SSL sites on ol8& 8 server. And as the next section discusses,
configuring a central store for SSL certificadéso increases the elasticity of your
web farms.

Configuring a central store
To configure 1S to use a central store for storing SSL certificates, you first

need to add theCentralized SSL Certificate Support feature. You can do this by
starting the Add Roles Arfeeatures Wizard from Server Manager:
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Selecting the Centralized Certificates node and clicking the Open Feature
item in the Actionspane dispaysl Y S&aal 38 aleéiay3a GKI
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Clicking the Edit Feature Settings item in the Actions pane opens a dialog
box that letsyou enable this feature and configure the path and credentials for
the sharedolder on thenetwork where SSL certificatelould be stored:

Edit Centralized Certificates Settings _
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Note that the certificate password is necessary when you have created PFX
files with apasswordhat protects the private key. In addition, all your PFX files in
the shared certificatestore must use the same password. You cannot have a
different password for each PFX file.

You can then group your SSL certificates in the Centralized Certificates pane
by ExpiratiorDate, or Issued By, to manage them more easily:
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configure SSlwebsitesto use the central store when you add them in IS
Manager:
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new SSkite in [IS Manager. If you had to do tfos each new secure site and you
had hundreds orthousands of certificates in your store, this would make
configuring SSL sites too difficulistead, you simply make sure that the name of
the certificate matches the host header narfoe the secure sité¢hat uses it. This
dynamic configuration of certificates for SSL sites medas adding an SSL
central store to your web farms makes your farms more elastic.

IS CPU throttling

Managing CPU resources on farms of web servers in a-tenétnt shared
hosting environment can be challenging. When you are hosting websites and
applications frommany different customers, each of them wants to get its fair
AKIFNBE 27F NS & uddbsltaBlasd Sly (i @&/ SO tOraNI2eY S N &
much CPU resources thaili K S NJ O dzitds aresaN@&d®f the resources they
need to process client requests.

[IS CPU throttling is designed to prevent one website from hogging all the
processingresourceson the web server. Previous versions of IIS included a
rudimentary formof CPWhrottling that basically just turned off a site once the
CPU resources being consumed by site reached a certain threshold by killing
the worker processes associated with the sitec@irse, this had the undesirable
effect of temporarily preveting clients from accessirge site. As a result, web
administrators sometimes useWindows System Resource Manag@VSRM)



with 1IS to control the allocation of processor and memory resources among
multiple sites based on business priorities.

CPU throtting has been completely redesigned in IIS 8 to provide real CPU
throttling insteadof just on/off switching. Now you can configure an application
pool to throttle the CPU usage so that it cannot consume more CPU processing
than a usespecified thresholdand the Windows kernel will make sure that the
worker process and all child processes db@jow that level. Alternatively, you
can configure IS to throttle an applicatipool when thesystem is under load,
which allows your application pool to consumeoma resources thanyour
specified level when the system is idle because the Windows kernel will throttle
the worker process and all child processes only when the system comes under
load.

Configuring CPU throttling
CPU throttling can be configured in 8%t the application pool level. To do

this, open theAdvanced Settings dialog box for your application pool in IS
Manager and configure thgettingsin the CPU section (see Figur8}
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FIGURE-8 ¢ Configuring CPU throttling for an application pool.



You can also configure a default CPU throttling value for all application
pools on the serveby clicking Set Application Pool Defaults in the Actions pane
when the Application Pools node selected in 1IS Manager.

Application Initialization

Nothing frustrates users more than trying to open a website in their web
browser and thenwaiting for the site to respond. With previous versions of IIS,
the delay that occurred whea web application was first accessed was because
the application needed to be ld&d into memory before IIS could process the
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applications often needing to perform lengthy startup tasks, suclyeagerating
and caching content, such delays could sometimes readio @ominute or more
in some cases.

Such delays are now a thing of the past with the new Application
Initialization featureof IIS 8, which lets you configure IIS to spin up web
applications so they are ready to resporid the first request received.
Appliation pools can be prstarted instead of waitingor a first request, and
application are initialized when their worker processes start. Administrators can
decide which applications should be preloaded on the server.

In addition, 1S 8 can be configureédlt NB G dzNY | adlF GA O &
static contentwhile an application is being initialized so the user feels the website
being accessem responding instead of failing to respond. This functionality can
be combined with the URRewrite module to @ate more complex types of pre
generated static content.

Application Initialization can be configured at two levels:

- Machinewide, in the ApplicationHost.config file for the server
- Per application, in the Web.config file for the application

TheApplication Initialization role service of the Web Server role must also

be added to theserver to use this feature.

Dynamic IP Address Restrictions
When a web server receives unwanted activity from malicious clients, it can

preventlegitimate users fromaccessing websites hosted by the server. One way
of dealing withsuch situations in previous versions of IS was to use static IP



filtering to block requests frormspecificclients. Static filtering had two limitations,

however:

- It required that you discaer the IP address of the offending client and then
manudly configure IIS to block that address.

- There was no choice as to what action IS would take when it blocked the
client ¢ an HTTP 403.6 status message was always returned to the offending
client.

In IIS 8, however, blocking malicious IP addresses is now much simpler.
Dynamic IP Addred$3estrictions now provides three kinds of filtering to deal with
undesirable request traffic:

- Dynamic IP address filtering lets you configure your server to block aoress
any IPaddress that exceeds a specified number of concurrent requests or
exceeds a specified number of requests within a given period of time.

- You can now configure how IIS responds when it blocks an IP address; for
example, byaborting the request istead of returning HTTP 403.6 responses to
the client.

- |IP addresses can be blocked not only by client address, but also by addresse
receivedin the XForwardedFor HTTP header used in proxy mode.

Configuring dynamic IP address filtering

To configure dyamic IP address filtering for your server, website, or folder
path, selectthe corresponding IP Address And Domain Restrictions node in IIS
Manager and click EdiDynamicRestriction Settings in the Actions pane. This
opens the DynamitP RestrictiorSettngsdialog box shown in Figure44 which
lets you deny IP addressesased on thenumber of concurrent requests and/or
the number of requests receivealer a specifiegheriod of time.
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FIGURE-4 ¢ Configuring dynamic IP address filtering.

Once dynamidP address filtering has been configured, you can configure
how lISrespondsto clients whose requests are dynamically filtered. To do this,
select the appropriatdP Address And Domain Restrictions node in IIS Manager
and click Edit Feature Settingstime Actions pane. Doing this opens the Edit IP
And Domain Restriction Settings dialog ®strown in Figure %, which lets you
specify the type of response and whether to enfosiech responses when the
incoming request passes through a proxy, such as @&diter loadbalancer that
changes the source IP address of the request.
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FIGURE-8 ¢ Configuring the response behavior to dynamically filtered requests,
including when a proxis encountered along the request path.

FTP Logon Attempt Restrictions

Brute-force attacks can create a DenddtService (DoS) condition that can
prevent legitimate users from accessing an FTP server. To prevent this from
happening, IS 8 includes new featurecalled FTP Logon Attempt Restrictions
that lets you block offenidg users from loggingn to anllS FTP server for a
specified period of time. Unlike the Dynaniik Address Restrictiomescribedin
the previous section, which blacklists any client whose IP address violates the
configureddynamiclP address filteringettings, FTP Logon Attempt Restrictions
dza Sa | & AppioaEtithatidanies ahy the offendingiser for a certain
period of time. However, by configuriris time period to be slightly more than
that specified by your domain account lockout poliggu canprevent malicious
users from locking legitimate users out of accessing your FTP server.

Configuring FTP Logon Attempt Restrictions

To configure FTP Logon Attempt Restrictions for FTP sites on your server
select the FTRogonAttempt Restrictios node for your server in 1IS Manager and
click the Open Featurigem in the Actions pane. This displays the settings shown
in Figure 46, which let you enablée feature and specify a maximum number of
failed logon attempts within a given amoumif time. Alternatively, you can
enable this featurein loggingonly mode to collect dataconcerningpossible
brute-force password attackiseing conducted against your server.

Generating Windows PowerShell scripts using IS Configuration Editor

Although lISManager lets you configure many aspects of IS, there are a
number of configuratiorsettings that are not exposed in the user interface. To
configure these settinggjou need todrill down and edit configuration files like
ApplicationHost.config, the rootconfiguration file that includes detailed
definitions of all sites, applications, virtual directoriesd applicationpools on
the server, as well as global defaults for all web server settings. These
configurationfiles are schematized XML files, and y@an either edit them in



Notepad (yikes!) or use th&onfiguration Editor, one of the management
features in IS Manager.

New in IIS 8 is the capability of using the Configuration Editor to generate a
WindowsPowerShell script for any configuration clggs that you make to your
server using th&onfigurationEditor. This capability can be particularly useful for
cloud hosting providers whaeed to automate the configuration of large
numbers of web servers because you can sseh a generated script as a
template for creating a finished script that can perform the tdsk you need to
automate.
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this lecture, discussed how you can globally configure application pools on your
server so that webapplicationson the server are initialized before the first
request comes in to access them. dimable Application Initialization globally like
this, you can edit the ApplicationHost.config fde that the following line in the
<applicgionPools> section:

<add name=".NET v4.5" managedRuntimeVersion="v4.0" />

changes to this:



