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Information as a concept has a diversity of meanings, from 
everyday usage to technical settings. Generally speaking, the 
concept of information is closely related to notions of 
constraint, communication, control, data, form, instruction, 
knowledge, meaning, mental stimulus, pattern, perception, and 
representation. 

Information 

Information is the result of processing, gathering, manipulating and organizing 
data in a way that adds to the knowledge of the receiver.  

 
In other words, it is the context in which data is taken. 

Information is knowledge about individuals, objects, facts, events, 
phenomenon's and processes irrespective of their form of representation. 



Message 

A message in its most general meaning is an object of communication ς it is 
something which provides information; it can also be this information itself. 
Therefore, its meaning is dependent upon the context in which it is used; the 
term may apply to both the information and its form. 

More precisely, in communications science: 
 

A message is information which is sent from a source to a receiver. 

Message definition through it  properties: 
 

ÁAny thought or idea expressed in a language, prepared in a form suitable for 
transmission by any means of communication.  
ÁAn arbitrary amount of information whose beginning and end are defined or 
implied. 



Computer 

Computer is a device that receives, processes, and presents information 
according to a set of instructions.  

Analog Digital 

       An analog computer is a form of computer 
that uses the continuously-changeable aspects 
of physical phenomena such as electrical, 
mechanical, or hydraulic quantities to model 
the problem being solved. In contrast, digital 
computers represent varying quantities 
incrementally, as their numerical values 
change. 

       In contrast, a digital computer uses symbolic 
representations of its variables. The arithmetic unit is 
constructed to follow the rules of one (or more) 
number systems. Further, the digital computer uses 
individual discrete states to represent the digits of the 
number system chosen. A digital computer can easily 
store and manipulate numbers, letters, images, sounds, 
or graphical information represented by a symbolic 
code. Through the use of the stored program, the 
digital computer achieves a degree of flexibility 
unequaled by any other computing or data-processing 
device. 



Processing of data 

     The operations of a digital computer are carried out by logic circuits, 
which are digital circuits whose single output is determined by the conditions 
of the inputs, usually two or more.  
     The various circuits processing data in the computer's interior must 
operate in a highly synchronized manner. 

Using of very 
stable oscillator 

Digital computer circuits are capable of performing thousands to trillions of arithmetic 
or logic operations per second, thus permitting the rapid solution of problems that would be 
impossible for a human to solve by hand.  

The Central Processing Unit (CPU) or processor  
is the portion of a computer system that carries out the instructions of a 

computer program, and is the primary element carrying out the computer's functions. 

The fundamental operation of most CPUs, regardless of the physical form they take, is to execute a sequence 
of stored instructions called a program. 

 
The program is represented by a series of numbers that are kept in some kind of computer memory. There 

are four steps that nearly all CPUs use in their operation: fetch, decode, execute, and writeback. 



Basic CPU operations 

     The first step, fetch, involves retrieving an instruction (which is represented by a number or sequence 
of numbers) from program memory. 
     The location in program memory is determined by a program counter (PC), which stores a number 
that identifies the current position in the program. In other words, the program counter keeps track of 
the CPU's place in the current program. 

     The instruction that the CPU fetches from memory is used to determine what the CPU is to do. In 
the decode step, the instruction is broken up into parts that have significance to other portions of 
the CPU. The way in which the numerical instruction value is interpreted is defined by the CPU's 
instruction set architecture (ISA). 
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2 
      After the fetch and decode steps, the execute step is performed. During this step, various portions 
of the CPU are connected so they can perform the desired operation. If, for instance, an addition 
operation was requested, an arithmetic logic unit (ALU) will be connected to a set of inputs and a set 
of outputs. The inputs provide the numbers to be added, and the outputs will contain the final sum. 
The ALU contains the circuitry to perform simple arithmetic and logical operations on the inputs. 

3 
     The final step, writeback, simply "writes back" the results of the execute step to some form of 
memory. Very often the results are written to some internal CPU register for quick access by 
subsequent instructions. In other cases results may be written to slower, but cheaper and larger, main 
memory. 
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Basic CPU architecture properties 

Integer range. The way a CPU represents numbers is a design choice that affects the most basic ways in 

which the device functions. Some early digital computers used an electrical model of the common decimal (base 
ten) numeral system to represent numbers internally. A few other computers have used more exotic numeral 
systems like ternary (base three). Nearly all modern CPUs represent numbers in binary form, with each digit being 
represented by some two-valued physical quantity such as a "high" or "low"  voltage. 

       In the case of a binary CPU, a bit refers to one significant place in the numbers a CPU deals with . The number 
of bits (or numeral places) a CPU uses to represent numbers is often called "word size", "bit width", "data path 
width", or "integer precision" when dealing with strictly integer numbers. 

Bits Number range Architecture 

1 bit 0..1 Intel internal native 

8 bit 0..255 Intel 8088 

16 bit 0..65535 Intel 80286, Motorola 

32 bit 0.. 4294967295 Intel 80386 - Intel Pentium 4 

64 bit 0.. 18446744073709551616 Intel Itanium, AMD Opteron 



Basic CPU architecture properties 

Clock rate. Most CPUs, and indeed most sequential logic devices, are synchronous in nature. That is, they are 

designed and operate on assumptions about a synchronization signal. This signal, known as a clock signal, usually 
takes the form of a periodic square wave. By calculating the maximum time that electrical signals can move in 
various branches of a CPU's many circuits, the designers can select an appropriate period for the clock signal. 

! 
Problem 

CPU must wait on its slowest elements, even though some portions of it are much faster. 

Solve ς in use of many identical oscillators 

globally synchronous CPUs 

! Next problem 

     One method of dealing with the switching off 
unneeded components is called clock gating, which 
involves turning off the clock signal to unneeded 
components (effectively disabling them).  

Solve ς turn off unused components 

Heating !!! 



Basic CPU architecture properties 

Parallelism. The description of the basic operations describes the simplest form that a CPU can take. This type 

of CPU, usually referred to as subscalar, operates on and executes one instruction on one or two pieces of data at a 
time. 

Thread-level parallelism Instruction-level parallelism 

Pipeline 1 

Pipeline 1 

Pipeline n 

Χ 



Dynamic storage 

       Random-access memory (usually known by its acronym, RAM) is a form of computer data storage. Today, it takes 

the form of integrated circuits that allow stored data to be accessed in any order (i.e., at random). The word random thus refers to the 
fact that any piece of data can be returned in a constant time, regardless of its physical location and whether or not it is related to the 
previous piece of data. The word RAM is often associated with volatile types of memory (such as DRAM memory modules), where the 
information is lost after the power is switched off. 

RAM ROM EPROM PROM EAROM Flash 
EEPROM 

Storage 

       Similar to a microprocessor, a memory chip is an integrated circuit (IC) made of 
millions of transistors and capacitors. In the most common form of computer 
memory, dynamic random access memory (DRAM), a transistor and a capacitor are 
paired to create a memory cell, which represents a single bit of data. The capacitor 
holds the bit of informationτa 0 or a 1 . The transistor acts as a switch that lets the 
control circuitry on the memory chip read the capacitor or change its state. 

Realization of RAM based on creation 
of memory chips 



Dynamic storage 

RAM ROM EPROM PROM EAROM Flash 
EEPROM 

Storage 

       Read-only memory (usually known by its acronym, ROM) is a class of storage media used in 

computers and other electronic devices. Because data stored in ROM cannot be modified (at least not very 
quickly or easily), it is mainly used to distribute firmware (software that is very closely tied to specific hardware, 
and unlikely to require frequent updates). Classic mask-programmed ROM chips are integrated circuits that 
physically encode the data to be stored, and thus it is impossible to change their contents after fabrication. 

       Programmable read-only memory (PROM), or one-time programmable ROM (OTP), can be written to 

or programmed via a special device called a PROM programmer. Typically, this device uses high voltages to permanently destroy or 
create internal links (fuses or antifuses) within the chip. Consequently, a PROM can only be programmed once.  

       Erasable programmable read-only memory (EPROM) can be erased by exposure to strong 

ultraviolet light (typically for 10 minutes or longer), then rewritten with a process that again requires application of higher than usual 
voltage. Repeated exposure to UV light will eventually wear out an EPROM, but the endurance of most EPROM chips exceeds 1000 
cycles of erasing and reprogramming. EPROM chip packages can often be identified by the prominent quartz "window" which allows 
UV light to enter. After programming, the window is typically covered with a label to prevent accidental erasure. Some EPROM chips 
are factory-erased before they are packaged, and include no window; these are effectively PROM.  



Dynamic storage 

RAM ROM EPROM PROM EAROM Flash 
EEPROM 

Storage 

 Electrically erasable programmable read-only memory 
(EEPROM) is based on a similar semiconductor structure to EPROM, but allows its entire 

contents (or selected banks) to be electrically erased, then rewritten electrically, so that they need 
not be removed from the computer (or camera, MP3 player, etc.). Writing or flashing an EEPROM is 
much slower (milliseconds per bit) than reading from a ROM or writing to a RAM (nanoseconds in 
both cases).  

Electrically alterable read-only memory (EAROM) is a type of EEPROM that can be modified one 

bit at a time. Writing is a very slow process and again requires higher voltage (usually around 12 V) than is used for read access. 
EAROMs are intended for applications that require infrequent and only partial rewriting. EAROM may be used as non-volatile storage 
for critical system setup information; in many applications, EAROM has been supplanted by CMOS RAM supplied by mains power and 
backed-up with a lithium battery.  

Flash memory (or simply flash) is a modern type of EEPROM invented in 

1984. Flash memory can be erased and rewritten faster than ordinary EEPROM, and 
newer designs feature very high endurance (exceeding 1,000,000 cycles). Modern 
NAND flash makes efficient use of silicon chip area, resulting in individual ICs with a 
capacity as high as 128 Gb; this feature, along with its endurance and physical 
durability, has allowed NAND flash to replace magnetic in some applications (such as 
USB flash drives). Flash memory is sometimes called flash ROM or flash EEPROM 
when used as a replacement for older ROM types, but not in applications that take 
advantage of its ability to be modified quickly and frequently. 



Off-line storage 

       A hard disk drive is a non-volatile storage device that stores digitally encoded data on rapidly rotating platters with 

magnetic surfaces. Strictly speaking, "drive" refers to the motorized mechanical aspect that is distinct from its medium, such as a tape 
drive and its tape, or a floppy disk drive and its floppy disk. 

       HDDs record data by magnetizing ferromagnetic material directionally, to represent either a 0 
or a 1 binary digit. They read the data back by detecting the magnetization of the material. A 
typical HDD design consists of a spindle that holds one or more flat circular disks called platters, 
onto which the data are recorded. The platters are made from a non-magnetic material, usually 
aluminum alloy or glass, and are coated with a thin layer of magnetic material, typically 10-20 nm 
in thickness with an outer layer of carbon for protection. Older disks used iron(III) oxide as the 
magnetic material, but current disks use a cobalt-based alloy. 

       The platters are spun at very high speeds. Information is written to a platter as it rotates past 
devices called read-and-write heads that operate very close (tens of nanometers in new drives) 
over the magnetic surface. The read-and-write head is used to detect and modify the 
magnetization of the material immediately under it. There is one head for each magnetic platter 
surface on the spindle, mounted on a common arm. An actuator arm (or access arm) moves the 
heads on an arc (roughly radially) across the platters as they spin, allowing each head to access 
almost the entire surface of the platter as it spins. The arm is moved using a voice coil actuator or 
in some older designs a stepper motor. 

        HD heads are kept from contacting the platter surface by the air that is extremely close 
to the platter; that air moves at, or close to, the platter speed. The record and playback head 
are mounted on a block called a slider, and the surface next to the platter is shaped to keep 
it just barely out of contact. It's a type of air bearing. 



Off-line storage 

        CD-ROM ("compact disc read-only memory") is a pre-pressed compact disc that contains data 
accessible to, but not writable by, a computer for data storage and music playback, the 1985 
ά¸Ŝƭƭƻǿ .ƻƻƪέ standard developed by Sony and Philips adapted the format to hold any form of 
binary data. 

Diagram of CD layers. 
A. A polycarbonate disc layer has the data encoded by using bumps. 
B. A reflective layer reflects the laser back. 
D. Artwork is screen printed on the top of the disc. 
E. A laser beam reads the polycarbonate disc, is reflected back, and read by the player. 

       A CD-ROM sector contains 2352 bytes, divided into 98 24-byte frames. Unlike a music CD, a CD-
ROM cannot rely on error concealment by interpolation, and therefore requires a higher reliability 
of the retrieved data. In order to achieve improved error correction and detection, a CD-ROM has a 
third layer of Reed-Solomon error correction. 

       A Mode-1 CD-ROM, which has the full three layers of error correction data, contains a net 2048 
bytes of the available 2352 per sector. In a Mode-2 CD-ROM, which is mostly used for video files, 
there are 2336 user-available bytes per sector. The net byte rate of a Mode-1 CD-ROM, based on 
comparison to CDDA audio standards, is 44.1k/sҎ4BҎ2048/2352 = 153.6 kB/s. The playing time is 74 
minutes, or 4440 seconds, so that the net capacity of a Mode-1 CD-ROM is 682 MB or, equivalently, 
650 MB. 


