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Introduction  
Traditionally, Internet Protocol or IP networks have only offered a άōŜǎǘ ŜŦŦƻǊǘέ delivery 
service for IP traffic; in these best-effort networks all traffic is treated equally. The service 
requirements ς or more specifically service level agreement (SLA) requirements ς of, 
voice, video, and mission critical data applications, for example, are not the same. 
 
Consequently, άōŜǎǘ ŜŦŦƻǊǘέ IP networks have not been able to provide optimal support for 
multiservice applications with different SLA requirements. Broadly speaking άquality of 
serviceέ or QOS (either pronounced άQ-O-Sέ or άkwosέύ is the term used to describe the 
science of engineering a network to make it work well for applications by treating traffic 
from applications differently depending upon their SLA requirements. 
 
In the 5ς10 years there have been significant developments in IP QOS to the point where 
the mechanisms, architectures, and deployment experience are now available to enable 
optimized support for multiservice applications on an integrated IP network. 



Introduction  
IP is becoming the convergence technology for multimedia services and consequently 
QOS is one of the hottest topics in IP networking, and yet currently it is still one of the 
least well understood from a practical perspective. Ten years ago, the design and 
implementation of large IP networks using routing protocols like OSPF and BGP was seen 
as a very specialist subject, restricted to the gurus of the networking community. IP QOS 
today is seen as a specialist subject, much as OSPF and BGP were ten years ago. 



QOS Requirements and  

Service Level Agreements. Intro  
When sending a parcel, the sender can generally select from a range of contractual 
commitments from the postal courier service provider; that the parcel will arrive within 
two working days of being sent, for example. The commitments may include other 
parameters or metrics such as the number of attempts at redelivery if the first attempt is 
unsuccessful, and any compensation that will be owed by the courier if the parcel is late or 
even lost. The more competitive the market for the particular service, the more 
comprehensive and the tighter the commitments or service level agreements (SLAs) that 
are offered. 
In the same way, within the networking industry the increased competition between 
Internet Protocol (IP) [RFC791] service providers (SPs) together with the heightened 
importance of IP applications to business operations has led to an increased demand and 
consequent supply of IP services with better defined and tighter SLAs for IP performance. 
These SLAs represent a contract for the delivery of the service; in this case, it is an IP 
transport service. The SLA requirements of a service need to be derived from the SLA 
requirements of the applications they are intended to support; customers utilizing the 
service rely on this contract to ensure that they can deliver the applications critical to their 
business. Hence, SLA definitions are key and it is essential they are representative of the 
characteristics of the IP transport service they define. 



QOS Requirements and  

Service Level Agreements. Intro  
For an IP service, the service that IP traffic receives is measured using quality metrics; the 
most important metrics for defining IP service performance are: 
 
Ç Delay; 
Ç Delay variation or delay-jitter; 
Ç Packet loss; 
Ç Throughput; 
Ç Service availability; 
Ç Per flow sequence preservation. 
 
άvǳŀƭƛǘȅ of ǎŜǊǾƛŎŜέ or QOS implies providing a contractual commitment (SLA) for these 
quality metrics. This contract may be explicitly defined; it is common for an IP transport 
service to have such an explicit SLA, for example. 



SLA Metrics. Network Delay  
SLAs for network delay are generally defined 
1. in terms of one-way delay for non-adaptive (inelastic) time-critical applications such 

as VoIP and video, 
2. and in terms of round-trip delay or round-trip time (RTT) for adaptive (elastic) 

applications, such as those which use the Transmission Control Protocol (TCP) 
[RFC793]. 

One-way delay characterizes the time difference between the reception of an IP packet at 
a defined network ingress point and its transmission at a defined network egress point. A 
metric for measuring one-way delay has been defined by [RFC2679] in the IETF. 
 
RTT characterizes the time difference between the transmission of an IP packet at a point, 
toward a destination, and the subsequent receipt of the corresponding reply packet from 
that destination, excluding end-system processing delays. A metric for measuring RTT has 
been defined by [RFC2681] in the IETF. 

Whether considering one-way delay or round-trip delay, the delays induced in a network 
are made up of the four following components. 



1 Propagation Delay  

In practice, network links never follow the geographical shortest path between the points 
they connect, hence the link distance, and associated propagation delay, can be estimated 
as follows: 
 
Ç Determine the geographical distance D between the two end points. 
Ç Obviously, the link distance must be longer than the distance. The route length R can 

be estimated from D, for example, using the calculation from International 
Telecommunications Union (ITU) recommendation [G.826], which is summarized in 
the following table. 

Propagation delay is the time taken for a single bit to travel from the output port on a 
router across a link to another router. This is constrained by the speed of light in the 
transmission medium and hence depends both upon the distance of the link and upon the 
physical media used. 
The total propagation delay on a path consisting of a number of links is the sum of the 
propagation delays of the constituent links. Propagation delay is around 4 ms per 1000 
km through coaxial cable and around 5 ms per 1000 km for optical fiber (allowing for 
repeaters). 



1 Propagation Delay  

The only way of controlling the propagation delay of a link is to control the physical link 
routing, which could be controlled at layer 2 or layer 3 of the Open Systems 
Interconnection (OSI) 7 layer Reference Model. 

If propagation delays for a link are too large, it may be that the link routing in an 
underlying layer 2 network is longer than it needs to be, and may be reduced by rerouting 
the link. Alternatively, a change to the network topology, by the addition of a more direct 
link for example, may reduce the propagation delay on a path. 



2 Switching Delay  

Switching delays on high-performance routers can generally be considered negligible: 
for backbone routers, where switching is typically implemented in hardware, switching 
delays are typically in the order of 10ς20 ˃ǎ per packet; even for software-based router 
implementations, typical switching delays should only be 2ς3 ms. 
 
Little can be done to control switching delays without changing router software or 
hardware; however, as switching delays are generally a minor proportion of the end-to-
end delay, this will not normally be justified. 

The switching or processing delay incurred at a router is the time difference between 
receiving a packet on an incoming router interface and the enqueuing of the packet in 
the scheduler of its outbound interface. 



3 Scheduling Delay  

Scheduling (or queuing) delay is defined as the time difference between the enqueuing 
of a packet on the outbound interface scheduler, and the start of clocking the packet 
onto the outbound link. 

This is a function of the scheduling algorithm used and of the scheduler queue utilization, 
which is in turn a function of the queue capacity and the offered traffic load and profile. 
 
Scheduling delays are controlled by managing the traffic load and by applying 
appropriate queuing and scheduling mechanisms. 



4 Serialization Delay  

Serialization delay is the time taken to clock a packet onto a link and is dependent upon 
the link speed and the packet size. 

Serialization delay is proportional to packet size and inversely proportional to link speed:  

Serialization delay can generally be considered negligible at link speeds above 155 
Mbps (e.g. STM-1/OC3) such as backbone links, but can be significant on low-speed links. 
The serialization delay for a 1500-byte packet at link speeds from 64 kbps to 10 Gbps is 
shown in Figure 1, together with a line plotting indicative switching delay and a line 
showing a propagation delay of 1 ms (e.g. a link distance of 130 km). 
 
Serialization delay clearly is more significant component of delay for lower-speed links. 
Serialization delay is a physical constraint and hence there is no way of controlling 
serialization delay other than changing the link speed. 


